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ISS Computing

Cluster Number of servers Core

ISS-ALICE 44 416

RO-13-ISS 8 128

PlanckGrid 16 144

RoSpaceGrid 50 784

Total 118 1472
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New ISS Computing Infrastructure

➔ Designed for high density computing (Hot Aisle, InRow cooling)

➔ Scalable solution for future investments

➔ UPS Power : 48 kVA (with N+1 redundancy power units)

➔ Cooling capacity : 80 kW installed (2N capacity redundancy)
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HARDWARE AND TOPOLOGY OF COMPUTING FACILITY

� Our hardware is mainly comprised of SuperMicro machines that were chosen for the great
resource density/price ratio. For computing nodes we use Twin servers which give us
densities of 4 sockets/1U and for the storage we use servers with 24, 36 drives and JBOD
cases with 45 drives in 4U of rack space.

� Generic schematic of ISS computing facility :
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HARDWARE AND TOPOLOGY OF COMPUTING FACILITY

� The AliEn cluster has at its core a 10 Gbps aggregating switch which is connected to the
top-of-rack switch of the computing nodes. In the aggregating switch is connected to the
private interfaces of the storage nodes, a topology which gives a high bandwidth connection
between worker nodes and storage elements with very little oversubscribing.



CLUSTERING TECHNOLOGIES IN ISS DATA CENTER
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Rocks Clusters

� easy deployment, management, maintenance; flexible

� facile extensibility of software packages via software entities known as “Rolls”.

� it’s a system based on the Red Hat – CentOS flavor

� comes with a database of scripts that simplifies node deployment procedures

� customizable installation via Rolls.
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Rocks Clusters
� wide spread use : present in more than 1800

clusters worldwide

� uses the server – client model

� the central server will contain all necessary central
clustering services

� on the computing nodes the first Ethernet interface
will be used for the private network

� Rocks uses the well-known and established tools for clustering, “Maui” and “TORQUE”.
� “Maui” - We use a priority based node allocating policy that would give priority to the most

unoccupied servers
� “TORQUE” - We use several queues for the jobs to be submitted with restrictions in place for

memory consumption (3584 MB resident memory and 4096B virtual memory) and wall time (36
hours).

CLUSTERING TECHNOLOGIES IN ISS DATA CENTER
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GRID SERVICES AND MIDDLEWARE DEPLOYED IN DATA CENTER

AliEn  – Alice Environment

� is a lightweight Grid framework which is built around Open Source components
using the Web Services model. It has been initially developed by the ALICE
collaboration (ALICE Offline Project) as a production environment for the simulation,
reconstruction, and analysis of physics data in a distributed way.

UMD/EMI –Unified Middleware Distribution/European Middleware Initiative

� is a Service Oriented Grid middleware providing services for managing distributed
computing and storage resources and the required security, auditing and information
services. Target server platform is Red Hat Linux or any binary compatible
distribution, such as SL and CentOS

� is a close collaboration of three major middleware providers, ARC, gLite and
UNICORE, and other specialized software providers like dCache.

� The products, managed in the past by these separate providers, and now
developed, built and tested in collaboration, are for deployment in EGI as part of the
Unified Middleware Distribution - UMD
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GRID SERVICES AND MIDDLEWARE DEPLOYED IN DATA CENTER

� One of the central services in the UMD/EMI middleware is the information
system consisting of BDII_site and BDII_top services, all available grid
services and their status being listed in this system
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UMDUI – User interactive tool
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UMDUI – User interactive tool
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Future applications – Monitoring tools
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Future applications – Monitoring tools 



Global Performance
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SITE AVAILABILITY 

STORAGE AVAILABILITY

http://alimonitor.cern.ch

http://wlcg-sam-alice.cern.ch
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Statistics per site – RO-13-ISS

Done jobs

Normalised CPU time (HEPSPEC06)

http://accounting.egi.eu

http://accounting.egi.eu
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Statistics per site – RO-13-ISS

Total CPU time
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Statistics per site – ISS-Alice

http://alimonitor.cern.ch
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Statistics per site – ISS-Alice
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Statistics per site – ISS-Alice
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Statistics per site – ISS-Alice
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Storage performance
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PROBLEMS ENCOUNTERED

- Because of the aging hardware we encounter many stuck nodes due to 
insufficient memory relative to the actual needs of current software for analysis 
and reconstruction.

- The Information Systems and monitoring tools are fragmented and poorly 
documented and as such is difficult to decouple and interface with the said 
modules for providing complete and exact hardware and jobs status information. 
(E.g. GGUS ticket 123392)

- Due to wear there is a constant stream of failed hard-drives per year that 
require constant funding for replacement.



Thank you for your attention!
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